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Courbes de substitution en «S»



import matplotlib.pyplot as plt 

# Données estimatives 
annees=[1800,1850,1880,1900,1920,1930,1950] 
vapeur = [100, 95, 85, 70, 50, 10, 0, 0] 
electricite = [0, 5, 15, 30, 50, 90, 100, 100] 

# Création du graphe 
plt.plot(annees, vapeur, label="Machine à 
vapeur", marker='o') 
plt.plot(annees, electricite, 
label="Électricité", marker='s') 
plt.xlabel("Année") 
plt.ylabel("Part de l'énergie industrielle 
(%)") 
plt.title("Substitution de la machine à vapeur 
par l'électricité") 
plt.legend() 
plt.grid(True) 
plt.show() 

import pandas as pd 
import matplotlib.pyplot as plt 
data = { 
    'Année': [1970, 1980, 1990, 2000, 2010, 2020], 
    'Calculatrices (%)': [90, 85, 60, 30, 10, 5], 
    'Excel (%)': [0, 5, 20, 70, 90, 95]} 
# Créer un DataFrame 
df = pd.DataFrame(data) 
# Créer le graphique 
fig, ax1 = plt.subplots(figsize=(10, 6)) 
# Courbes pour Calculatrices et Excel (axe principal) 
ax1.plot(df['Année'], df['Calculatrices (%)'], 
label='Calculatrices', color='blue', marker='o') 
ax1.plot(df['Année'], df['Excel (%)'], label='Excel', 
color='green', marker='o') 
ax1.set_xlabel('Année') 
ax1.set_ylabel('Pourcentage d\'utilisation (%)', 
color='black') 
ax1.grid(True, linestyle='--', alpha=0.7) 
ax1.legend(loc='upper left') 
# Titre du graphique 
plt.title('Substitution des calculatrices par Excel 
dans l\'industrie') 
# Ajuster la mise en page et Afficher le graphique 
plt.tight_layout() 
plt.show()

Code Python dans JuPYter notebook
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en 2 mois



WEB.





IA Réponse directe Zéro clic       vs. Visite 2 à 3 sites 

IA Business Model Abonnement  vs. Publicité 

IA Baisse du traffic des sites (marque, news, info, eshop) 

IA change de business model



INSIDE  
DIGITAL MARKETING

SEARCH





SEARCH = référencement = SEM 

 
SEO + SEA + ASO + SMO + 

Local + retail media 
 

SXO / GEO / SGE / SAIO / AEO

1 2 3 4

5 6



SGEAEO

GEO AI 
search SAIO

mots-clés plus longs et 
conversationnels


plus de langage naturel 
pour poser les 
questions à Google

GEO  
generative engine 
optimisation

IA générative comprend 
l'intention de recherche et 
le contexte d'un utilisateur 
(ZMOT, micro-nano 
moment) 
changements dans les 
mots-clés que les 
utilisateurs utilisent.

SAIO
 
search 

artificial 

intelligence 

optimization


ANSWER  
ENGINE  
OPTIMIZATION 

AEO




seo geo - great decoupling

significant divergence between impressions (the number of times a 
website appears in search results) and clicks (the number of times users 
actually visit the website from those search results) 
Search Engine Journal (https://www.searchenginejournal.com) or Search 
Engine Roundtable (https://www.seroundtable.com

https://x.com/i/grok/share/vwIxHlvjCK3p0yjCcfBMciZYc

https://x.com/i/grok/share/vwIxHlvjCK3p0yjCcfBMciZYc


seo geo - great decoupling
le SEO persiste et se réinvente à l’ère de l’IA - il faut aussi regarder la réalité en face : le trafic organique 
« humain » risque de décliner, les bots s’apprêtant à devenir plus nombreux que les visiteurs en chair et en os 

La mort du trafic de recherche 
Matthew Prince, CEO de CloudFlare, explique très bien ce phénomène inquiétant : la baisse programmée du 
trafic envoyé par Google et les plateformes IA vers les sites web. 

Il y a 10 ans : Google scannait 2 pages pour envoyer 1 visiteur. 

Il y a 6 mois : 6 pages pour 1 visiteur. 

Aujourd'hui : 18 pages pour 1 visiteur. 

Les plateformes d’IA sont encore plus gourmandes : 

OpenAI : 1500 pages pour 1 visiteur 

Anthropic : 60 000 pages pour 1 visiteur 

Conséquence directe : la nécessité croissante de diversifier ses canaux de trafic pour ne pas dépendre 
exclusivement de Google. 

https://www.datamarketinglabs.com/newsletters/ https://neilpatel.com/blog/what-is-gpt-bot/

https://www.datamarketinglabs.com/newsletters/eyJfcmFpbHMiOnsibWVzc2FnZSI6Ik1qVTNNVFUxTkE9PSIsImV4cCI6bnVsbCwicHVyIjoibmV3c2xldHRlciJ9fQ--91773202d852bf9035351f6a4fe5200a3c31929df244a31d3e6a83d3515f97a0/preview?untrackable=true
https://neilpatel.com/blog/what-is-gpt-bot/


seo geo - great decoupling

Search Console provides data showing how often users saw or interacted with links to or 
content from your site, in Google Search, News, and Discover. This data is available in 
the various performance reports. The performance reports show the following metrics: 

Impressions: How often someone saw a link to your site on Google. Depending on the 
result type, the link might need to be scrolled or expanded into view. See more details 
below. 
Clicks: How often someone clicked a link from Google to your site. See more details 
below. 
(average) Position: A relative ranking of the position of your link on Google, where 1 is 
the topmost position, 2 is the next position, and so on. Shown only for Google Search 
result 
Click-through rate: The calculation of (clicks ÷ impressions).



Visibilité dans AI Overviews (AIO) de Google

Deux étapes clés pour maximiser vos chances d’apparaître dans AIO 
1. Travailler le positionnement SEO classique : Rester dans le top des résultats naturels sur la 
requête cible est essentiel : selon une étude de Ziptie, plus vous êtes haut dans la SERP classique, 
plus vous avez de chances d’être cité dans l’AIO.  Priorisez les contenus déjà rangés en première 
page mais qui n’apparaissez pas encore dans AIO. Ce sont vos opportunités immédiates. 
2. Réoptimiser les contenus pour aller dans le sens de la réponse AIO - La deuxième étape est 
beaucoup plus fine : il s’agit d’analyser les réponses AIO actuelles et les sources utilisées pour 
identifier ce que le LLM (modèle d’IA de Google) valorise dans sa synthèse. - Il s’agit ensuite 
d’adapter votre contenu pour « corroborer » les éléments retenus. - Étudiez la phrase “mise en 
avant en bleu” dans l’AIO : c’est souvent la clé d’entrée utilisée par l’IA. Comparez les structures 
H2 / H3 et le vocabulaire sémantique des sources citées à votre contenu. Réintégrez les éléments 
manquants dans vos articles : exemples concrets, définitions, précisions de langage 

https://www.leptidigital.fr/webmarketing/seo/google-ai-overviews-seo-astuces-78407/



Visibilité dans AI Overviews (AIO) de Google

4 leviers à activer dès maintenant pour maximiser le référencement AI : 

Structurer vos contenus pour faciliter la lecture par l’IA : paragraphes courts, FAQ, balisage 
[schema.org](http://schema.org/), titres explicites, création de contenus longue traine.  

Devenir une source d’autorité : contenus sourcés, à forte valeur ajoutée, susceptibles d’être 
cités.  

Mesurer autrement : suivre les impressions dans les extraits IA, surveiller les citations dans les 
assistants conversationnels.  

Maximiser vos citations sur des sites tiers dans un contexte sémantique qui aidera les IA à 
comprendre tout ce que propose votre entreprise. 



seo geo
great decoupling



1- Google

2- YouTube

3- Amazon

4- Bing

5- TikTok

6- Duck

7- X

8- ChatGPT
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Welcome to the era of zero-click SEO :  
The Great Decoupling 

Wall Street Journal alerte : les médias perdent jusqu’à 55 % de trafic à cause de Google : Selon Nicholas Thompson, 
PDG de The Atlantic, Google n’est plus un moteur de recherche au sens traditionnel, mais un « moteur de réponses ». 
Cela signifie que : Les réponses générées par l’IA de Google (via les AI Overviews et l’AI mode) s’affichent au 
sommet des SERP, rendant un clic vers une page web inutile. Les contenus des éditeurs sont utilisés pour formuler des 
résumés, souvent sans liens sortants ni lien source. Les utilisateurs trouvent l’information sans cliquer, réduisant le 
trafic redirigé vers les éditeurs à l’origine des informations.



Welcome to the era of zero-click SEO : The Great Decoupling 
1. La temporalité et l'actualité 
C'est le facteur le plus puissant. La 
recherche est systématiquement 
déclenchée lorsque la requête concerne 
des informations qui changent 
rapidement ou qui sont postérieures à la 
date de fin de connaissance du modèle.

Mots-clés explicites : La présence de 
termes comme "actuel", "dernier", 
"récent", "aujourd'hui" dans la requête 
déclenche une recherche 

Sujets à haute volatilité : Les sujets qui 
changent quotidiennement :

Exemples : météo, taux de change, 
résultats sportifs, actualités, prix 

Date de coupure de la connaissance : Le 
prompt mentionne une date de fin de 
connaissance fiable (fin janvier 2025). 
Toute question portant sur des 
événements, des données ou des faits 
survenus après cette date doit 
déclencher une recherche pour 
vérification.

Exemple : "Quelles ont été les 
principales actualités de mars 2025 ?"

Événements spécifiques datés : Les 
requêtes concernant des événements 
futurs ou des résultats d'événements 
passés mais récents.

�Exemple : "Qui a gagné les élections 

canadiennes ?" 


2. Le manque de connaissance du 
modèle 
Le modèle est conçu pour identifier les 
lacunes dans sa propre base de 
connaissances.

Termes ou entités inconnus : Si la 
requête contient un nom propre, un 
acronyme, un concept ou une référence 
que le modèle ne reconnaît pas, il 
lancera une recherche unique pour se 
contextualiser avant de répondre.

�Exemple du prompt : Une requête sur 

"Tofes 17".

Vérification implicite : Si l'utilisateur pose 
une question qui suggère qu'il cherche 
une confirmation sur un sujet que le 
modèle connaît, mais où des 
développements récents sont possibles.


3. La complexité et l'intention de 
recherche 
Certaines requêtes, par leur nature, 
exigent une consultation de sources 
multiples pour être traitées correctement. 
Ceci est géré par la catégorie 

Mots-clés de recherche : L'utilisation de 
verbes comme "analyser", "comparer", 
"évaluer", "faire un rapport", "rechercher

Besoin de sources multiples :

Exemples : "Quels sont les avis sur le 
dernier iPhone ?", "Comparer les taux 
hypothécaires des principales banques."

Combinaison d'outils internes et 
externes : Toute requête qui nécessite à 
la fois de consulter des informations 
internes (via google_drive_search, gmail, 
etc.) ET des informations publiques sur 
le web.

Exemple : "Comment notre performance 
trimestrielle se compare-t-elle aux 
tendances du secteur ?"

Demande de rapport complet : Les 
requêtes demandant une synthèse 
approfondie ou un rapport nécessitent 
un processus de recherche structuré 
avec de multiples appels à l'outil.


4. La demande explicite de 
l'utilisateur 
C'est le cas le plus simple : si l'utilisateur 
demande explicitement au modèle de 
chercher, il le fait.

Exemples : "Cherche sur le web des 
articles sur...", "Peux-tu vérifier cette 
information ?", "Trouve-moi le site web 
de...".

Utilisation de l'outil search : Si 
l'utilisateur fournit une URL, le modèle 
utilisera l'outil search pour en lire le 
contenu, ce qui est une forme de 
recherche ciblée.

Source détaillée : Github - System 
Prompts Leaks: https://github.com/
voltek62/system_prompts_leaks


Formation complète : 
• Data Marketing Labs 

https://www.datamarketinglabs.com/
je-deviens-un-expert-en-ai-search


• La plateforme FormaSEO  
https://www.formaseo.fr/formation-
ai-search-geo/

https://github.com/voltek62/system_prompts_leaks
https://github.com/voltek62/system_prompts_leaks
https://github.com/voltek62/system_prompts_leaks
https://www.datamarketinglabs.com/je-deviens-un-expert-en-ai-search
https://www.datamarketinglabs.com/je-deviens-un-expert-en-ai-search
https://www.formaseo.fr/formation-ai-search-geo/
https://www.formaseo.fr/formation-ai-search-geo/
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Activable 
Actionnable



SEO

sur


WEB
IA*

sur 


Prompt

Keyword / Mots clés
Sujet vaste


cocon sémantique

Comment on s’adresse à  
un moteur de recherche 
dans l’omnibox ?


*SEO search engine optimization

Comment on formule sa 
demande dans une fenêtre 
de prompt IA ?


*SAIO search AI optimization 



query fan-out





Comment bien se 
chercher pour bien se 
trouver ? 
Combien de question dans combien de LLM ?



APP



Deutsche Telekom AI PHONE





#INNOVATION 
   créatrice

1/ FOE 2/ FOW 3/ FOI
Future of Economic 
Plateforme

Future of work 
Hybride

Future of Internet 
W3 
BC

4/ FOX 5/ FOM
Future of Experience & Marketing 
Metaverse

Future of Management 
Agilité Hybride





William Ford Gibson (1948-) cyberspace 
noir prophet

The future is already here 
— it's just not very evenly 

distributed



Operating System  
IOT 
IOB 
HomeKit 
CarPlay 











DEVICE



OpenAI Master Piece

https://youtu.be/W09bIpc_3ms?si=NgbCQ5Pke_e-fRtx


IA + IOT 
nouvel objet connecté 

quel appareil deviendra le smartphone de l’IA 

IOB 
internet of behavior 

internet des comportements  









L'empreinte environnementale du 
numérique aujourd'hui 

L'Ademe et l'Arcep évaluent à 800 
millions le nombre d'équipements 
utilisateurs personnels et professionnels 
en France, en 2020. Ces équipements, 
aussi appelés "terminaux", regroupent 
téléviseurs, smartphones, ordinateurs, 
tablettes, imprimantes, consoles de jeux, 
box TV, objets connectés...







Activable 
Actionnable



1/ openAI a acheté le site www.chat.com, 
pour quoi faire ? 

2/ quel est l’objet connecté que Sam Altman a 
acheté 6 milliards à Jony Ive (inventeur iPod, 

iPhone, MacBook…) ? 



Marché x3 voiture





figure.ai (valorisé 39 milliards) fabriquera entre 12000 et 24000 robots par an







https://www.nature.com/articles/s41467-023-39018-y

https://www.nature.com/articles/s41467-023-39018-y








AGI - ASI





Sam Altman

1000 jours
https://ia.samaltman.com/

https://ia.samaltman.com/
https://ia.samaltman.com/




Évolution des pratiques 
biologiques hospitalières

Transfo
rmation



Évolution de la recherche 
en science des matériaux

Transfo
rmation



Doomers think AI is an existential threat that should be 
stopped. 

Gloomers believe it’s an inevitable march toward job loss 
and human displacement. 


Zoomers are excited and want to hit the gas pedal, full 
speed ahead.


Bloomers are cautiously optimistic, driving forward 
while tapping the brakes.


Hoffman puts himself in the bloomer category, which may be a surprise to some, given 
his work co-founding companies such as LinkedIn and Inflection AI. He launched 
Manas AI, which will speed the development of cancer drugs, on January 27 — the 
same day he visited Wharton to talk about his new book, Superagency: What Could 
Possibly Go Right With Our AI Future, and teach in Wharton Executive Education’s 
program titled, “Leading an AI-Powered Future.”


https://knowledge.wharton.upenn.edu/article/embracing-ai-are-you-a-doomer-
gloomer-zoomer-or-bloomer/

https://www.youtube.com/watch?v=g8TD1jB-eVs&t=3s


https://fr.wikipedia.org/wiki/Doomer

Dans Superagency, Hoffman décrit un éventail d'attitudes envers l'IA. D'un côté, les 
Doomers, qui considèrent l'IA comme une menace existentielle aux conséquences 
catastrophiques

Un doomer est un individu convaincu que les problèmes mondiaux (autant au niveau de 
l'environnement que de la gestion humaine de cet environnement) entraîneront 
l'effondrement de la civilisation, une baisse importante de population et pourraient 
même entrainer l'extinction de l'humanité.

LinkedIn co-founder Reid Hoffman 

Embracing AI: Are You a Doomer, Gloomer, Zoomer, or Bloomer?

February 4, 2025 Wharton about the four ways people relate to AI, and why 
everyone will need to participate in our AI-powered future.





Pas Loi de Moore

Limite transistor à un atome 2 nanometres

Informatique Quantique

Moratoire IA —> moratoire hardware



Limite de la taille de l’atome 

pour le transistor 2 nano 

Passer du bit au Qbit

Du O1 au quantique





META DISPLAY + BAND et RAY BAN META CLASSIQUE



Entrainé par des millions de conversations, photos, vidéos de FB IG YT X …  
et les caméras de RayBan et Voitures





Conversation (prompt) 

Raisonnement (décision) 

Action (MCP API Agentique) 

Physical AI (world model) 

Nouvelle plateforme (OS pour logiciel)

Une IA qui nous améliore (upgrade IA)



DIGITALEnumérique
transformation



Transformations Digitales 
TRANSITION - PRODUIT - OFFRE - PROPOSITION 
TRANSITION - MARKETING - COM - PROCESS



Transformations Digitales
1/   PRODUIT  
       SERVICE 
       OFFRE 
       PROPOSITION

2/ Entreprise - Process 
     Méthode - Marketing 
     Communication 
     Gestion



Produit - Service - Offre  
IA - Innovation - Numérique -NBIC  - NAT 
Value Proposition - Fabrication 
Product management - Technologie

Tr
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PR
O

DU
IT

Durabilité - Empreinte CO2 
Frugalité  - Responsabilité 
Écosystème - Smart Grid - RSE - CSRD

UX - CX  
Expérience fluide - Personnalisation  
Omnicanalité - La voix du client (VOC)

Méthodes - Marketing 
Outils numériques  - Agilité - Scrum 
Digital Marketing - Communication digitale 
R&D 



TRANSITION Produit - Service - Offre  
Innovation - Numérique -NBIC  - IA 
Value Proposition + Supply + Tracking 
Product management - Fabrication
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E

Durabilité - Empreinte CO2 
Frugalité  - Nouvelles énergies 
Écosystème -  Déchet - H2 - Pompe à Chaleur 
RSE - CSRD - ESG

EX  
Expérience fluide  d’onboarding 
Remote Télétravail 
Omnicanalité

TRANSITION Méthodes - Process 
Outils numériques  & Agilité 
Management - Travail - RH 
Finance & Supply Chain 
Management - Travail 



Transformation Digitale 
TRANSITION - PRODUIT 
TRANSITION - COMMUNICATION  & PROCESS

IA NoLimit Transverse Rapide
 NoLim

it 



L’entreprise transformée ?
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Entreprise - Process 
Méthode -  Gestion

-/-

+/+





We don’t have 

TIME 

for 

Business As Usual 

Palmer Luckey  

ex Oculus and now ANDURIL 



https://www.conseil-ia-numerique.fr/le-conseil







AI -act 
DMS  
DSA



Charte IA 
pour chaque 

entreprise 
sans 

IA SHADOW



les AI’s

Faible / Forte 
On prem / Cloud 

Training / Inference

TAXINOMIE API 
MCP

Singularité

audit GEO

forces 
en 

présence

SEO 
GEO

Glossaire 
Classement

DÉF 
INI 

TION

AI +  
«Software is eating the world» 

a16z 
Mark Andreessen

LLM + GPT : Transformeur

Curation 
Veille

Formation / Certification

AGI ASI
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06 80 43 29 05 
 

hubert@kratiroff.com 
linkedin.com/in/kratiroff 

@kratiroff



ATELIER PROJET



1/ openAI a acheté le site www.chat.com, 
pour quoi faire ? 

2/ quel est l’objet connecté que Sam Altman a 
acheté 6 milliards à Jony Ive (inventeur iPod, 

iPhone, MacBook…) ? 





L’entreprise transformée ?
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ATELIER PROJET





Services et produits
Si les produits deviennent des services… que deviennent 

les services ?  
Suivant le grand mouvement de servicisation les produits 

deviennent des services. On achète pas une perceuse 
(trouver la source de cet exemple) on la loue au voisin. 
Trouvez plusieurs services qui deviendront autre chose 

pour se démarquer des produits devenus services. 

Imaginez les offres d'assurances qui deviennent plus 
que des services ????















servicisation  
disruption 

uberisation 
tycoonisation 

plateformisation





Nouveaux 
Business 
Modèles







 Dénition : Description Type Acteur Panorama MindMap Critique  Fonctionnement : ESG / RSE - source classement - mode d’utilisation - limite  Évolution / Innovation : WEB - APP  - IOT - cobotique - loi - dérive  Utilisation : outil - API - MCP - AA - agent - automatisme - risque  Économie : métier - projet - tâche formation - école - chômage 







How People Use ChatGPT
∗

Aaron Chatterji1,2 Tom Cunningham1 David Deming3 Zoë Hitzig1,3

Christopher Ong1,3 Carl Shan1 Kevin Wadman1

1OpenAI
2Duke University

3Harvard University

September 15, 2025

Abstract

Despite the rapid adoption of LLM chatbots, little is known about how they are used. We
document the growth of ChatGPT’s consumer product from its launch in November 2022 through
July 2025, when it had been adopted by around 10% of the world’s adult population. Early
adopters were disproportionately male but the gender gap has narrowed dramatically, and we find
higher growth rates in lower-income countries. Using a privacy-preserving automated pipeline, we
classify usage patterns within a representative sample of ChatGPT conversations. We find steady
growth in work-related messages but even faster growth in non-work-related messages, which have
grown from 53% to more than 70% of all usage. Work usage is more common for educated users
in highly-paid professional occupations. We classify messages by conversation topic and find that
“Practical Guidance,” “Seeking Information,” and “Writing” are the three most common topics
and collectively account for nearly 80% of all conversations. Writing dominates work-related
tasks, highlighting chatbots’ unique ability to generate digital outputs compared to traditional
search engines. Computer programming and self-expression both represent relatively small shares
of use. Overall, we find that ChatGPT provides economic value through decision support, which
is especially important in knowledge-intensive jobs.

∗We acknowledge help and comments from Joshua Achiam, Hemanth Asirvatham, Ryan Beiermeister, Rachel Brown,
Cassandra Duchan Solis, Jason Kwon, Elliott Mokski, Kevin Rao, Harrison Satcher, Gawesha Weeratunga, Hannah
Wong, and Analytics & Insights team. We especially thank Tyna Eloundou and Pamela Mishkin who in several ways
laid the foundation for this work. This study was approved by Harvard IRB (IRB25-0983).

https://www.nber.org/papers/w34255

https://www.nber.org/papers/w34255


Conclusions de l’étude

700 millions d’utilisateurs / mois

2,5 milliards de prompts / j

29000 / sec

52% femmes

50% des prompt fait par GENZ (18-25 ans)

Baisse des recherches sur google depuis mai 2025 


ChatGPT devient une antonomase des IA




Now customers and employees expect 
 the same sophistication from you …

170+ million people  
have used ChatGPT.*

* In the first two months after its release



How Does GenAI Change a Typical AI Strategy? 

Current AI Strategy Updated AI Strategy

Vision AI automating tasks
Generative AI augmenting  

people in their work

Roadmap Three-year outlook,  
business innovation

One-year outlook,  
business criticality

Use Cases Predictive analytics, automating 
tasks

Generating artifacts (text, video, audio, code 
& data)  

and simulating decisions 

Governance Fragmented or part  
of data and analytics

Clear business responsibility,  
AI ethics committee

Talent AI center of excellence
Educating everyone on  

responsible use of GenAI



MANUEL AUTO



MANUEL AUTO

20%

80%

prompt txt 
prompt vocal 
transfert fichier 
conversation

API 
MCP 
Agrégateur 
Wrapper 
Service interne 
Edge 
OpenSource 



1. Manual Prompt (Human-Driven Chat Conversation) 
Definition: When a human directly inputs a question or instruction into 
a chat interface (like ChatGPT, Gemini, or Claude), it is processed as a 
manual prompt. 
Process: The language model interprets and generates a response in 
real-time based on the prompt's wording, context, and sometimes 
previous dialogue turns. 
Common Usage: Customer service chatbots, brainstorming assistants, 
language translation conducted via direct user input. 
Key Attributes: High flexibility and nuance due to human creativity and 
intent. Outputs can vary widely based on prompt engineering skills. 

2. API, MCP, or Automation (Software-Driven Prompts) 
API (Application Programming Interface): Inference is triggered by 
software making a request to a model endpoint. This is often for 
automation or integration into larger workflows (e.g., a mobile app 
using language generation to auto-complete text). 
MCP (Model Context Protocol): An advanced, open-standard 
mechanism allowing AI systems to connect with various services and 
data sources, automatically producing requests for inference in 
response to system events or data flows. MCP enables interoperability 
and automates schema understanding between different models and 
platforms. 
Automation: Broadly covers scenarios where inferences are generated 
in the background, such as batch processing, periodic report 
generation, monitoring systems, or rule-based triggers in workflow 
software.





API 
interface 
entre applications 
programmées (auto)



Supported by (https://curity.io/?utm_source=nordicapis&utm_medium=Link&utm_content=Header)
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The Bezos API Mandate: Amazon’s Manifesto For Externalization
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(https://bsky.app/intent/compose?text=https%3A%2F%2Fnordicapis.com%2Fthe-bezos-api-mandate-amazons-manifesto-for-externalization%2F) (https://x.com/inte

In 2002, according to tech legend, a mandate was issued by Amazon founder Jeff Bezos. This mandate – also known as the “Bezos API
Mandate” or “Amazon API Mandate”- would serve to form the backbone of Amazon in the modern web space, informing both the API
development paradigm in the corporate mindset and a general improved approach to externalizing API functions.

Below, we’ll talk about the mandate and discuss why it has become so legendary in the API space. We’ll dive into each point’s specifics and look
at how the mandate formed much of the modern thought around APIs and microservices.

The Jeff Bezos API Mandate
The mandate in question was issued in 2002 to Amazon by founder Jeff Bezos. For many reasons, it’s become somewhat legendary in the
API/microservices space, as it formed the basis for much of the modern API design paradigm within the corporate view. By legend, the mandate
is as follows:

1. All teams will henceforth expose their data and functionality through service interfaces.

2. Teams must communicate with each other through these interfaces.

3. There will be no other form of interprocess communication allowed: no direct linking, no direct reads of another team’s data store, no shared-
memory model, no back-doors whatsoever. The only communication allowed is via service interface calls over the network.

4. It doesn’t matter what technology they use. HTTP, Corba, Pubsub, custom protocols — doesn’t matter.

5. All service interfaces, without exception, must be designed from the ground up to be externalizable. That is to say, the team must plan and
design to be able to expose the interface to developers in the outside world. No exceptions.

6. Anyone who doesn’t do this will be fired.

7. Thank you; have a nice day!

This mandate helped encourage a lot of Amazon’s thinking around AWS, externalized infrastructure, and business-to-business functionality. Let’s
dig into each of these points (with the exception of 6 and 7, which are more cheeky than API-minded) and look at why they may be important,
generally speaking.

Before we do so, it’s important to mention that this memo is often unattributed — the original source seems to have been lost to time due to the
shutdown of Google+ (for an early reference, see this post by API Evangelist (https://apievangelist.com/2012/01/12/the-secret-to-amazons-
success-internal-apis/)). Nonetheless, the lessons imparted are essential, and as such, we’re going to discuss them with the assumption that the
memo did exist in the form commonly shared.

Data and Functionality Exposure

“1. All teams will henceforth expose their data and functionality through service interfaces.”
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development paradigm in the corporate mindset and a general improved approach to externalizing API functions.

Below, we’ll talk about the mandate and discuss why it has become so legendary in the API space. We’ll dive into each point’s specifics and look
at how the mandate formed much of the modern thought around APIs and microservices.

The Jeff Bezos API Mandate
The mandate in question was issued in 2002 to Amazon by founder Jeff Bezos. For many reasons, it’s become somewhat legendary in the
API/microservices space, as it formed the basis for much of the modern API design paradigm within the corporate view. By legend, the mandate
is as follows:

1. All teams will henceforth expose their data and functionality through service interfaces.

2. Teams must communicate with each other through these interfaces.

3. There will be no other form of interprocess communication allowed: no direct linking, no direct reads of another team’s data store, no shared-
memory model, no back-doors whatsoever. The only communication allowed is via service interface calls over the network.

4. It doesn’t matter what technology they use. HTTP, Corba, Pubsub, custom protocols — doesn’t matter.

5. All service interfaces, without exception, must be designed from the ground up to be externalizable. That is to say, the team must plan and
design to be able to expose the interface to developers in the outside world. No exceptions.

6. Anyone who doesn’t do this will be fired.

7. Thank you; have a nice day!

This mandate helped encourage a lot of Amazon’s thinking around AWS, externalized infrastructure, and business-to-business functionality. Let’s
dig into each of these points (with the exception of 6 and 7, which are more cheeky than API-minded) and look at why they may be important,
generally speaking.

Before we do so, it’s important to mention that this memo is often unattributed — the original source seems to have been lost to time due to the
shutdown of Google+ (for an early reference, see this post by API Evangelist (https://apievangelist.com/2012/01/12/the-secret-to-amazons-
success-internal-apis/)). Nonetheless, the lessons imparted are essential, and as such, we’re going to discuss them with the assumption that the
memo did exist in the form commonly shared.

Data and Functionality Exposure

“1. All teams will henceforth expose their data and functionality through service interfaces.”

2002



https://www.blogdumoderateur.com/mistral-api-creer-agents-ia-personnalises/

https://www.blogdumoderateur.com/mistral-api-creer-agents-ia-personnalises/


MCP API



IA 
intégrée  
par  API 

ou  natif



POUR EN SAVOIR PLUS 
NON PRÉSENTÉ







Activable 
Actionnable



https://ifttt.com/

SIMPLE

Théorie du rasoir d’okam

https://ifttt.com/


Quand utilisez-vous des API sans le savoir ? 

1/ en visiteur 

2/ en acteur 



Mechanical Turk d’amazon : works but sucks



AI OPS 

MCP-agentique 



https://modelcontextprotocol.io

https://modelcontextprotocol.io/introduction
https://modelcontextprotocol.io


AI OPS 
Agentic A2A - IA opérationnelle 
API - MCP - Automatisation 
n8n - Zappier - IFTTT - Make







Nous avons une flotte de 75 voitures à 
renouveler en leasing, peux tu dresser un 
tableaux des différentes offres des différents 
constructeurs et organismes de 
financement ? 
Qui est le plus réactif, agile et bon marché ? 



no AI 
no business 

A2A : agent to agent   -   MtoM : machine to machine



Model Context Protocol by Anthropic + ALL

1 MCP 

VS. 

8 API key & definition

1 VS. 
8





ACP Agent communication protocol



API ou MCP 
… ou… 
          PROMPT 
natif / direct / chat



…idem 

            Mode 
 d’emploi 



ELI5
Explain Like I’m 5 years old

TL;DR
Too long didn’t read

FPV
First person view (storytelling)



P   rofil 
R   ésultat 
O   bjectif 
M  ission 
P   ublic 
T   onalité



1. Ton : Spécifiez le ton souhaité (par exemple, formel, 
décontracté, informatif, persuasif). 

2. Format : Définissez le format ou la structure (par exemple, 
essai, points clés, plan, dialogue). 

3. Rôle : Indiquez un rôle ou une perspective a adopter (par 
exemple, expert, critique, enthousiaste). 

4. Objectif : Indiquez l'objectif ou le but de la réponse (par 
exemple, informer, persuader, divertir). 

5. Contexte : Fournissez des informations de base, des données 
ou un contexte pour une génération de contenu précise. 

6. Portée :  
Définissez la portée ou l'étendue du sujet. 

7. Cibles : Spécifiez le public cible pour un contenu adapté. 

8. Citations & sources : Demandez l'inclusion de citations ou de 
sources pour étayer les informations. 

9. Questions : Demandez à l’IA de vous poser des questions 
complémentaires (principe de CHAT-conversationnel) 

10. Taille : le nombre de pages, mots ou de caractères de la 
réponse attendue (avec ou sans smiley, avec ou sans image…) 

11. Langue : Indiquez la langue de la réponse, si elle diffère de la 
consigne. 

12. Contraintes : Mentionnez les sujets sensibles à éviter ; 
Énumérez les mots-clés ou expressions importantes à inclure. 

13. Points de vue : Demandez à l'IA de prendre en compte 
plusieurs perspectives ou opinions. 

14. Contre-arguments : Demandez de traiter les contre-arguments 
potentiels. 

15. Terminologie : Spécifiez les termes propres à l'industrie ou les 
termes techniques à utiliser ou à éviter. 

16. Analogies : Demandez à l'IA d'utiliser des analogies ou des 
exemples pour clarifier les concepts. 

17. Statistiques : Encouragez l'utilisation de statistiques ou de 
données pour étayer les affirmations. 

18. Éléments visuels : Demandez l'inclusion de graphiques, de 
smileys ou d'images. 

19. Appel à l’action : Demandez une action claire à entreprendre 
ou les prochaines étapes. 

20. Exemples : Fournissez des exemples de style, de structure ou 
de contenu souhaités.

Prompt en 20 points  (les dix premières sont clés)





POUR EN SAVOIR PLUS 
NON PRÉSENTÉ



https://github.com/f/awesome-chatgpt-prompts/blob/main/prompts.csv

Using WebPilot, create an outline for an 
article that will be 2,000 words on the 
keyword 'Best SEO prompts' based on 
the top 10 results from Google. Include 
every relevant heading possible. Keep 
the keyword density of the headings 
high. For each section of the outline, 
include the word count. Include FAQs 
section in the outline too, based on 
people also ask section from Google for 
the keyword. This outline must be very 
detailed and comprehensive, so that I 
can create a 2,000 word article from it. 
Generate a long list of LSI and NLP 
keywords related to my keyword. Also 
include any other words related to the 
keyword. Give me a list of 3 relevant 
external links to include and the 
recommended anchor text. Make sure 
they’re not competing articles. Split the 
outline into part 1 and part 2. 

I want you to act as a travel guide. I will 
write you my location and you will 
suggest a place to visit near my 
location. In some cases, I will also give 
you the type of places I will visit. You 
will also suggest me places of similar 
type that are close to my first location. 
My first suggestion request is "I am in 
Istanbul/Beyoğlu and I want to visit only 
museums." 

Prompt





Today, we're open-sourcing the Model Context 
Protocol (MCP), a new standard for 
connecting AI assistants to the systems 
where data lives, including content repositories, 
business tools, and development environments. 
Its aim is to help frontier models produce better, 
more relevant responses.
As AI assistants gain mainstream adoption, the 
industry has invested heavily in model 
capabilities, achieving rapid advances in 
reasoning and quality. Yet even the most 
sophisticated models are constrained by 
their isolation from data—trapped behind 
information silos and legacy systems. Every 
new data source requires its own custom 
implementation, making truly connected 
systems difficult to scale.
MCP addresses this challenge. It provides a 
universal, open standard for connecting AI 
systems with data sources, replacing 
fragmented integrations with a single protocol. 
The result is a simpler, more reliable way to give 
AI systems access to the data they need.



RAG : Retrieval Augmented 
Generation  
RAG révolutionne l'IA générative en  
combinant recherche d'informations et 
génération de texte 

   …l’avenir des LLM 







OUTILS

IAs



















IAs 
Génératives





IAs 
  TEXTE  
md 
   markdown



Manus



Wonda + Wondercraft



IAs 
Vidéos









AGREGATOR 
d’IAs



Définition d'un  agrégateur 
Un outil agrégateur (ou "AI aggregator" en anglais) est une plateforme ou un service qui regroupe et centralise l'accès à plusieurs modèles d'intelligence 
artificielle (IA) différents, souvent issus de fournisseurs variés, sous une interface unique et, dans certains cas, avec un abonnement unique. Ces outils 
permettent aux utilisateurs d'interagir avec divers modèles d'IA (comme ChatGPT, Claude, Gemini, ou Veo 3) sans avoir à souscrire à des abonnements 
séparés pour chaque modèle ou à gérer plusieurs API individuellement. Voici une définition détaillée et ses caractéristiques principales : 
Rôle principal : Un agrégateur d'IA agit comme un point d'entrée centralisé, offrant un accès simplifié à une gamme de modèles d'IA spécialisés dans 
différentes tâches (par exemple, génération de texte, d'images, de vidéos, ou d'audio). Il élimine le besoin de jongler entre plusieurs plateformes ou 
abonnements, réduisant ainsi la complexité et les coûts pour les utilisateurs. 
Centralisation : Fournit une interface unifiée pour interagir avec plusieurs modèles d'IA, souvent avec des fonctionnalités comme la comparaison côte à 
côte des réponses, la gestion des prompts, ou des flux de travail automatisés. 
Abonnement unique : Propose souvent un modèle de tarification consolidé (par exemple, un abonnement mensuel) pour accéder à plusieurs modèles, ce 
qui peut être plus économique que des abonnements individuels à chaque fournisseur (comme OpenAI, Anthropic, ou Google). 
Personnalisation et flexibilité : Permet de basculer entre différents modèles en fonction des besoins (par exemple, Claude pour l'écriture, Gemini pour le 
codage, ou Veo 3 pour la génération vidéo) sans perdre le contexte ou les données de la session. 
Optimisation pour des cas d'usage : Certains agrégateurs, comme Swiftask ou TeamAI, offrent des outils supplémentaires pour des cas spécifiques 
(génération de contenu, analyse de données, gestion de projets) et permettent de créer des agents IA personnalisés. 
Accessibilité : Conçus pour être utilisés par des non-techniciens (marketeurs, créateurs de contenu) et des professionnels techniques (développeurs, data 
scientists), avec des interfaces conviviales ou des API standardisées. 
Avantages : Réduction des coûts : Un seul abonnement peut remplacer plusieurs abonnements à des services comme ChatGPT Plus (25 $/mois par 
utilisateur) ou Claude Pro. 
Gain de temps : Évite de passer d'une plateforme à une autre, avec une interface qui conserve l'historique des conversations et des prompts. 
Flexibilité : Permet de tester et comparer les modèles pour choisir le meilleur pour chaque tâche (par exemple, DeepSeek pour le storytelling, Perplexity 
pour la recherche). 
Évolutivité : Les agrégateurs intègrent souvent de nouveaux modèles dès leur sortie, évitant aux utilisateurs de devoir souscrire à de nouveaux services. 
Limites : 
Dépendance aux fournisseurs : Les agrégateurs dépendent des API des modèles sous-jacents, ce qui peut entraîner des limitations si un fournisseur 
restreint l'accès ou modifie ses conditions. 
Crédits ou quotas : Certains agrégateurs utilisent un système de crédits qui peut limiter l'usage intensif, même avec un abonnement. 
Moins de contrôle : Les utilisateurs peuvent avoir moins d'accès aux paramètres avancés des modèles (comme la taille du contexte ou les options de 
réglage fin) par rapport à une utilisation directe via le fournisseur original.



EXEMPLES 
Swiftask : Offre un accès centralisé à divers modèles d'IA pour la génération de contenu, l'analyse de 
données, et la gestion de projets, avec un abonnement unique pour réduire les coûts. 
TeamAI : Fournit un accès à des modèles comme OpenAI, Anthropic, et Gemini, avec des fonctionnalités 
collaboratives pour les équipes, à des coûts inférieurs à ceux des abonnements individuels. 
Eden AI : Un agrégateur d'API open-source qui connecte les utilisateurs à plus de 100 API d'IA, avec une 
tarification à l'usage ou par abonnement, et une standardisation des réponses pour simplifier l'intégration. 
Magai : Permet de basculer entre plus de 40 modèles (ChatGPT, Claude, Gemini, etc.) avec des outils pour 
la collaboration en équipe et la création de contenu, à partir de 20 €/mois. 
MAMMOUTH 



WRAPPER 
d’IAs





WRAP : outil de dev



Définition d'un wrapper  
Dans le monde de l'intelligence artificielle et des écosystèmes technologiques, un wrapper (ou "enveloppe" 
en français) désigne une interface, une bibliothèque ou une application qui encapsule, simplifie ou étend 
l'accès à une API, un modèle ou un service sous-jacent, souvent complexe. 
Rôle principal : Un wrapper agit comme une couche intermédiaire entre l'utilisateur final (ou une autre 
application) et le système d'IA sous-jacent (par exemple, un modèle comme Veo 3 de Google). Il fournit 
une interface plus conviviale, simplifie les appels techniques, ou ajoute des fonctionnalités spécifiques 
sans modifier le modèle de base. 
Simplification : Réduit la complexité technique (ex. : appels API bruts, gestion des authentifications) pour 
les utilisateurs non techniques. 
Personnalisation : Fonctionnalités supplémentaires, comme une interface graphique, des options 
spécifiques, ou une intégration avec d'autres outils. 
Abstraction : Cache les détails internes du système d'IA (par exemple, les paramètres de configuration ou 
les limites de l'API) tout en permettant d'utiliser ses capacités. 
Exemple dans l'IA : Une application tierce qui utilise l'API d'un modèle comme GPT, DALL·E, ou Veo 3 pour 
offrir une interface simplifiée, des options préconfigurées, ou un flux de travail spécifique (ex. : génération 
de vidéos pour les réseaux sociaux). 

les wrappers sont courants pour rendre les modèles accessibles à un public plus large, comme les 
créateurs de contenu ou les entreprises, sans nécessiter de connaissances approfondies en 
programmation





IA 
    CODE  
 <js><py><json> 
         jupyter



EDI 
IDE 
Editeurs de code 
VSC (MS visual studio code), Cursor, Lovable, 
Trae, Github, copilot, Windsurf, Boltnew, 
Codex 
IDE : Integrated Development Environment 



! Built-in Coding Agent 
Trae’s Builder Agent works with deep context awareness, 
understanding project to assist in real time


" Custom Agents tailored to User 
more adaptibility? Build a team of AI specialists, configured to 
unique workflow with roles, rules, tools for each Agents


✨ Cue: The Context Understanding Engine 
Smarter than autocomplete — Cue predicts your next edit 
and lets apply changes across multiple lines with just one tab


$ Best-in-Class Model Selection 
Claude-Sonnet, Gemini, GPT, Deepseek


Guide : https://www.trae.ai/blog/product_thought_0609/

TRAE

by ByteDance 
aka Douyin 
aka  Tiktok

https://www.trae.ai/blog/product_thought_0609/


Vibe Coding



VSCode fork 
by Anysphere, Truell (cofounder)



EDI = IDE = Environnement de développement

FORK 
GIT











QUIZ 
OUTILS





OPEN 
ROUTER :  
Aglomérateur 
de LLM

n8n :  
Automation

MoonshotAI :  
propriétaire 
de KIMI

KIMI K2 :  
Modèle open 
source dispo 
sur  
Hugging Face

Hugging Face :  
Repository  
des LLM







https://www.perplexity.ai/comet/gettingstarted

https://www.perplexity.ai/comet/gettingstarted




“We shape our tools, and thereafter  
our tools shape us.” 
John Culkin (1928-1993)  
Professor of Communication, Fordham University



We should not treat AI as just a 
technology, or a business case.  
AI is shaping our society and 
changing what it means  
to be human.



Generative AI Is Changing: Innovation Productivity

Human only Human+AI

Early pruning for an achievable solution
Exploiting the complete solution space for optimal 

solution

Based on individual experience and training
Relying on the whole extracted knowledge of 

many

Aiming for a minimum viable product (MVP)
Enabled with a minimum marketable product 

(MMP)

Few iterations and samples Maximized “What-ifs per hour“

Redesign for industrialization of innovation is 
needed

Trained models and designs can often be used 
directly

For more information, see Use Generative AI in Applied Innovation to Drive Business Value

https://www.gartner.com/document/4358299




Best Retention product


by gamification, crypto (XP) and AI













AI 
or 
DIE











les AI’s

Faible / Forte 
On prem / Cloud 

Training / Inference

TAXINOMIE API 
MCP

Singularité

audit GEO

forces 
en 

présence

SEO 
GEO

Glossaire 
Classement

DÉF 
INI 

TION

AI +  
«Software is eating the world» 

a16z 
Mark Andreessen

LLM + GPT : Transformeur

Curation 
Veille

Formation / Certification

AGI ASI





Think it. 
Make it.



NOTION IVAN ZHAO



Qui est-ce ?







 Dénition : Description Type Acteur Panorama MindMap Critique  Fonctionnement : ESG / RSE - source classement - mode d’utilisation - limite  Évolution / Innovation : WEB - APP  - IOT - cobotique - loi - dérive  Utilisation : outil - API - MCP - AA - agent - automatisme - risque  Économie : métier - projet - tâche formation - école - chômage 









MOB-TECH





RENAULT

kratiroff sept 2025

mobility technology :  
l’impact du digital dans l'automobile



Mob-Tech

kratiroff sept 2025

Comprendre l’impact des innovations digitales dans 
l’automobile 
Adopter une attitude accueillante vis-à-vis des bonnes 
innovations 
Utiliser les nouveaux outils digitaux pour plus d’impact 
Anticiper les disruptions à venir (comprendre les anciennes) 
Tech, digital et ESG (RSE) 
Participer aux nouvelles plateformes 
autour des mobilités



Mob-Tech

kratiroff sept 2025

Disruption pervasion 
Plateforme & MaaS 
Vuca Nbic web3 blockchain 
IAtrophie : manque de connaissance ou de discernement 
sur l’IA 
Net zero / neutral 
Operating System : IOT IIOT IOB 
Omnicanalité : parcours et expériences collaborateurs / 
clients (employee advocacy)



https://www.ipsos.com/en/mobility







économie classique 
intermédiaires

économie plateforme 
couches

1 2 3 4

5











OPERATING  SYSTEMS



Blackberry Palm Next DOS OS2 unix fedora symbian 







by design 
 privacy 

 security 
 thinking



Cargo 
Cult

https://fr.wikipedia.org/wiki/Culte_du_cargo 













Économie









une intelligence 
par usage 



Générative 
  

Texte 
Image 
Film

Générale 
  

AGI-ASI 
Ubiquitaire

Agentique 
Système 

  

Tâches 
Automatisation 

Robotique 
  

Métier 
IHM

JEUX 

Echec 
GO 

Prédiction 

Meilleur trajet 
Météo 





1 
Stagiaire 
Assistant 

Nous aide dans des  
secteurs précis

3 
Collaborateur 

homologue 
Capable de se  

substituer  à nous4 
Manager 

Peut raisonner et 
prévoir 5 

Décideur 
CEO - DG 

Peut prendre des 
décisions 

2 
Coach 

Formateur 
Enseignement dans  

le rôle du  
professeur 



MacroHard 
New AI software company



https://presse.bpifrance.fr/lia-dans-les-pme-et-eti-francaises-une-revolution-tranquille
https://lelab.bpifrance.fr/Etudes/les-entreprises-francaises-et-l-ia-l-aube-d-une-revolution



Kortix AI





By 2025:  
35% of large organizations will have 
named a Chief AI Officer reporting  
to a CEO or COO.



UXIA



Licorne 1 employé 

avec IAs en 2026



How GenAI  
Affects Jobs



Through 2026
Despite all the advancements in AI,  
the global jobs impact will be neutral —  
there will not be net decrease or increase.

AI solutions introduced to augment or autonomously 
deliver tasks, activities or jobs will result in over a 
half billion net new human jobs.

More than 100 million people will engage 
robocolleagues (synthetic virtual colleagues) to 
contribute to enterprise work.

By 2026

By 2036



AI Outperforms People in Some Tasks, but Not All

AI Outperforms Human counterpart

AI + Human Coexistence

Human outperforms AI counterpart

Weather prediction

Software programming

Competing in video games

Breadth of translation

Voice/Facial recognition

Driving a car

Medical scan diagnosis

Creating financial analysis

Creating music

Writing best-selling books

Moral and ethical reasoning 

Build new scientific theories 

Personal care & therapy 

2023 2033Example Tasks



Democratization of Work and Redistribution  
of Workload

Human

AI

Combination  
of Both 

Gartner predicts that every 
knowledge job will be scrutinized 
and separated into individual 
activities and tasks.



Democratization of Work and Redistribution  
of Workload

The most common impact for the 
next decade will not be the 
replacement of workers. It will be 
the augmentation of jobs with AI.



By 2025:  
Generative AI will support authors, 
marketers and others in 50% of new 
content generation. 

For more information, see The Future of AI: Reshaping Society

https://www.gartner.com/document/4413699


Business Model HEADWAY vs. AI book automatic summary



%

Effet d’un livre écrit par l’IA : robinet d’eau tiède, ou une tranche de pain de mie









Jumeau Digital 
… scénario par IA 
… maintenance prédictive



solutionnisme :  
façon d'espérer la solution à des 

problèmes  sociaux ou 
écologiques uniquement grâce 

à la technique 
RÉPONSE À TOUT 



logiciel et données complexes + 
algorithme = recettes 

99% des métiers impactés 
10% des métiers remplacés 
mise à niveau des exigences 







Veille par / sur IA 

web scraping 
curation



L’économie numérique repose de plus en plus sur la donnée. Pour les e-commerçants, connaître les prix pratiqués par la 
concurrence, suivre l’évolution des stocks chez les distributeurs ou analyser en temps réel les avis des clients est devenu un avantage 
compétitif décisif. Pourtant, accéder à ces informations de manière fiable et à grande échelle reste complexe. C’est précisément ce 
que permet le web scraping, en automatisant la collecte de données disponibles en ligne pour les transformer en indicateurs 
exploitables. 
Longtemps perçu comme une pratique grise, le scraping bénéficie aujourd’hui d’un nouvel éclairage réglementaire. La CNIL, dans 
ses recommandations publiées en juin 2025 sur l’intelligence artificielle et « l’intérêt légitime », a clarifié les conditions dans lesquelles 
cette technique peut être utilisée. Une évolution qui change la donne pour de nombreux secteurs, en particulier le e-commerce, qui 
peut désormais bénéficier de solutions innovantes, comme l’outil WebUnlocker de Piloterr. 
En savoir plus sur Piloterr 
Pourquoi le web scraping est incontournable pour le commerce en ligne 
Le principe du web scraping est simple. Au lieu de collecter manuellement des informations disponibles sur des pages web, des 
robots automatisés parcourent les sites, extraient les données et les restituent dans un format exploitable (tableaux, API, fichiers). 
Pour un responsable e-commerce, les applications sont nombreuses et très concrètes : 

• La veille tarifaire : suivre les prix des concurrents et ajuster sa stratégie en conséquence. 
• Le suivi des stocks : vérifier la disponibilité de ses propres produits chez les distributeurs, ou surveiller les ruptures chez les 

concurrents. 
• L’analyse des avis et notations : extraire des milliers de commentaires pour comprendre la perception d’une marque ou 

identifier des tendances émergentes. 
• La vérification des contenus : s’assurer que les images, descriptifs ou caractéristiques produits diffusés par les revendeurs sont 

à jour. 
Mais concrètement, que permet, en situation, le web scraping ? Trois cas d’usage nous en apprennent plus. 
La marque de confiserie 
Un fabricant de barres chocolatées veut suivre la façon dont ses produits sont distribués en ligne. Grâce au scraping, il peut, en temps 
réel : 

• Savoir combien ses distributeurs revendent ses produits, 
• Dans quelles quantités, 
• Et comparer ces données à celles des concurrents. 

Au lieu d’un travail manuel ponctuel et fastidieux, il dispose d’une vision continue et exhaustive du marché. 
Le retailer de mode 
Un acteur de la mode vend ses collections par l’intermédiaire de sa propre boutique en ligne et de grandes marketplaces. En 
scrappant régulièrement ces plateformes, il obtient : 

• Une cartographie en temps réel des prix pratiqués sur chaque canal, 
• La détection immédiate des écarts de prix anormaux, 
• Un suivi des stocks disponibles, qui permet d’anticiper les ruptures et les réapprovisionnements. 

Ces données sont cruciales pour aligner sa stratégie omnicanale et protéger l’image de sa marque. 
Le site d’électronique 
Un distributeur spécialisé dans l’électronique veut surveiller les retours clients. En collectant automatiquement les avis publiés sur 
plusieurs sites marchands, il peut : 

• Identifier des problèmes récurrents sur certains produits, 
• Détecter des tendances d’insatisfaction (par exemple sur la livraison), 
• Mesurer l’évolution de la perception globale de la marque. 

Ces informations permettent d’ajuster la politique produit, de renforcer la qualité de service et d’orienter les investissements 
marketing. 
Parallèlement, l’IA est de plus en plus utilisée pour analyser et prédire les comportements d’achat. Ces données en deviennent le 
carburant qui alimente les algorithmes. Un modèle d’intelligence artificielle n’est performant que s’il est nourri par un volume massif 
de données fiables et à jour 

Le web scraping, un levier incontournable pour le e-commerce                                                CURATION                                         

https://www.piloterr.com/library/website-webunlocker
https://www.piloterr.com/
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WEB.



OpenAI Master Piece

https://youtu.be/W09bIpc_3ms?si=NgbCQ5Pke_e-fRtx


no AI 
no business 

A2A : agent to agent   -   MtoM : machine to machine





AI 
or 
DIE







innovation 
 versus progrès

MOB-TECH 2025





Henry de Montherlant  (1895 - 1972)

TOUT CE QUI  
EST ATTEINT  
EST DÉTRUIT



Vous  

prendrez bien  

une pilule  

rouge !









EXPLORE 
BEYOND 

HORIZONS





183 avenue Jean Lolive - 93500 Pantin
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 Dénition : Description Type Acteur Panorama MindMap Critique  Fonctionnement : ESG / RSE - source classement - mode d’utilisation - limite  Évolution / Innovation : WEB - APP  - IOT - cobotique - loi - dérive  Utilisation : outil - API - MCP - AA - agent - automatisme - risque  Économie : métier - projet - tâche formation - école - chômage 
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Dictionnaire / Onomastique
Termes / Noms propres
Glossaire



1956 Dartmouth conference

Oliver Selfridge 
Nathaniel Rochester 
Ray Solomonoff 
Marvin Minsky 
Peter Milner 
John McCarthy 
Claude Shannon 





Mira Murati



En 1950 Alan Turing publie un article qui posait la 
question : les machines peuvent-elles penser ? 
Pour Turing, l'intelligence était difficile à définir, 
mais facile à reconnaître 
Isaac Asimov, auteur des trois lois de la robotique  
John McCarthy l'invention du terme « intelligence 
artificielle » en 1955 Dartmouth College (Ivy 
league), dans le New Hampshire 
McCulloch inventeur de l’algorithme perceptron 
Kasparov champion du monde d’échec 
Ray Kurzwell pour la singularité 
JG Ganascia 
Luc Julia, inventeur de SIRI 
Aurélie Jean chercheuse française 
Kai-Fu Lee responsable IA chez Google puis auteur 
et finalement créateur de Sinovation 

Yann LeCun futur prix Nobel français, professeur 
au Collège de France en 2016 et à NYU chercheur 
chez META 
Hinton Geoffrey : prix Nobel de physique 
D. Hassabis (PN)  
Jensen Huang fondateur de nVIDIA 
Sam Altman et Elon Musk : cofondateur de OpenAI 
(ChatGPT) 
A. Mensch cofondateur de Mistral 
Niel - Schmidt - Saadé : investisseur dans KyutAI 
Aravind Srinivas fondateur de Perplexity 
Daniela et Dario Amodei fondateur de Anthropic 
(Claude)

Quelques noms propres (ordre chronologique)



https://time.com/collection/time100-ai-2024/

https://time.com/collection/time100-ai-2024/






Agent d’IA de devis : Un agent d’IA de devis est un système 
intelligent qui crée de manière autonome des ventes précises et 
personnalisées. Citations 
Agent d’IA de recherche : Un agent d’IA de recherche est un 
système intelligent qui mène des recherches, analyse des 
données et génère des informations de manière autonome. 
Agent d’IA Framer : Assistant de chat en direct basé sur l’IA pour 
les sites web Framer, offrant un support automatisé et 
améliorant l’interaction utilisateur. 
Agent d’IA pour boutiques en ligne : Chatbot basé sur l’IA, 
offrant un support client automatisé et une assistance d’achat 
personnalisée. 
Agent IA pour les réseaux sociaux : Un agent IA pour les réseaux 
sociaux crée, optimise et gère de manière autonome le contenu 
des plateformes de réseaux sociaux. 
Agent IA SMS : Système basé sur l'IA pour les interactions SMS 
automatisées, permettant aux entreprises d'interagir avec leurs 
clients par SMS à grande échelle. 
Agent vocal IA : Les agents vocaux IA sont des logiciels 
intelligents qui utilisent la reconnaissance vocale et le traitement 
du langage naturel pour interagir verbalement avec les 
utilisateurs  

Agentic RAG : Agentic RAG est une approche d'IA combinant la 
génération augmentée par récupération avec des 
comportements d'agent autonomes et orientés vers les objectifs. 
Agents d’IA conversationnels : Logiciels basés sur l’IA conçus 
pour engager un dialogue de type humain, comprendre le 
contexte et fournir des réponses intelligentes. 
Agents IA : Les agents IA sont des entités logicielles autonomes 
qui perçoivent leur environnement et agissent. Pour atteindre 
des objectifs spécifiques 
Agents IA autonomes : Les agents IA autonomes sont systèmes 
d'IA autonomes capables de percevoir, de décider et d'agir 
indépendamment 
AGI : L'AGI est une IA dotée d'une intelligence générale 
semblable à celle de l'humain, capable de comprendre, 
d'apprendre et d'appliquer des connaissances à divers niveaux. 
Ajustement fin : L’ajustement fin adapte les modèles d’IA pré-
entraînés à des tâches ou domaines spécifiques, améliorant 
ainsi les performances avec un minimum de nouvelles données. 
Algorithme :

Glossaire



ANTROPIC  
https://www.anthropic.com/engineering/building-effective-agents 

Building effective agents : the most successful implementations use simple, composable patterns rather than complex frameworks. 
What are agents?  fully autonomous systems that operate independently over extended periods, using various tools to accomplish complex tasks. Others use the term to describe more prescriptive 
implementations that follow predefined workflows. At Anthropic, we categorize all these variations as agentic systems, but draw an important architectural distinction between workflows and agents:

Workflows are systems where LLMs and tools are orchestrated through predefined code paths.

Agents, on the other hand, are systems where LLMs dynamically direct their own processes and tool usage, maintaining control over how they accomplish tasks.

Below, we will explore both types of agentic systems in detail. 

Workflow: Prompt chaining decomposes a task into a sequence of steps, where each LLM call processes the output of the previous one. You can add programmatic checks (see "gate” in the diagram 
below) on any intermediate steps to ensure that the process is still on track.

Examples where prompt chaining is useful: Generating Marketing copy, then translating it into a different language. Writing an outline of a document, checking that the outline meets certain criteria, then 
writing the document based on the outline.

The routing workflow works well for complex tasks where there are distinct categories that are better handled separately, and where classification can be handled accurately, either by an LLM or a more 
traditional classification model/algorithm. Examples where routing is useful: Directing different types of customer service queries (general questions, refund requests, technical support) into different 
downstream processes, prompts, and tools. Routing easy/common questions to smaller models like Claude 3.5 Haiku and hard/unusual questions to more capable models like Claude 3.5 Sonnet to 
optimize cost and speed.

Workflow: Parallelization Sectioning: Breaking a task into independent subtasks run in parallel. Voting: Running the same task multiple times to get diverse outputs. Examples where parallelization is 
useful: Sectioning: Implementing guardrails where one model instance processes user queries while another screens them for inappropriate content or requests. This tends to perform better than having 
the same LLM call handle both guardrails and the core response. Automating evals for evaluating LLM performance, where each LLM call evaluates a different aspect of the model’s performance on a 
given prompt. Voting: Reviewing a piece of code for vulnerabilities, where several different prompts review and flag the code if they find a problem. Evaluating whether a given piece of content is 
inappropriate, with multiple prompts evaluating different aspects or requiring different vote thresholds to balance false positives and negatives.

Workflow: Orchestrator-workers : central LLM dynamically breaks down tasks, delegates them to worker LLMs, and synthesizes their results. This workflow is well-suited for complex tasks where you 
can’t predict the subtasks needed (in coding, for example, the number of files that need to be changed and the nature of the change in each file likely depend on the task). Whereas it’s topographically 
similar, the key difference from parallelization is its flexibility—subtasks aren't pre-defined, but determined by the orchestrator based on the specific input. Example where orchestrator-workers is useful:

Coding products that make complex changes to multiple files each time. Search tasks that involve gathering and analyzing information from multiple sources for possible relevant information.

Workflow: Evaluator-optimizer LLM call generates a response while another provides evaluation and feedback in a loop. The evaluator-optimizer workflow When to use this workflow: This workflow is 
particularly effective when we have clear evaluation criteria, and when iterative refinement provides measurable value. The two signs of good fit are, first, that LLM responses can be demonstrably 
improved when a human articulates their feedback; and second, that the LLM can provide such feedback. This is analogous to the iterative writing process a human writer might go through when 
producing a polished document. Examples where evaluator-optimizer is useful: Literary translation where there are nuances that the translator LLM might not capture initially, but where an evaluator LLM 
can provide useful critiques. Complex search tasks that require multiple rounds of searching and analysis to gather comprehensive information, where the evaluator decides whether further searches are 
warranted.

Agents are emerging in production as LLMs mature in key capabilities—understanding complex inputs, engaging in reasoning and planning, using tools reliably, and recovering from errors. Agents begin 
their work with either a command from, or interactive discussion with, the human user. Once the task is clear, agents plan and operate independently, potentially returning to the human for further 
information or judgement. During execution, it's crucial for the agents to gain “ground truth” from the environment at each step (such as tool call results or code execution) to assess its progress. Agents 
can then pause for human feedback at checkpoints or when encountering blockers. The task often terminates upon completion, but it’s also common to include stopping conditions (such as a maximum 
number of iterations) to maintain control. Agents can handle sophisticated tasks, but their implementation is often straightforward. They are typically just LLMs using tools based on environmental 
feedback in a loop. It is therefore crucial to design toolsets and their documentation clearly and thoughtfully. We expand on best practices for tool development in Appendix 2 ("Prompt Engineering your 
Tools").

Autonomous agent can be used for open-ended problems where it’s difficult or impossible to predict the required number of steps, and where you can’t hardcode a fixed path. The LLM will potentially 
operate for many turns, and you must have some level of trust in its decision-making. Agents' autonomy makes them ideal for scaling tasks in trusted environments. Examples where agents are useful:

High-level flow of a coding agent 

https://www.anthropic.com/engineering/building-effective-agents
https://www.anthropic.com/engineering/building-effective-agents


Agentic Systèmes d'IA qui agissent de manière indépendante, prennent des décisions et 
poursuivent des objectifs, avec un certain degré d'autonomie, comme les agents d'IA qui 
planifient des réunions, dépannent, automatisent des outils de campagne qui ajustent les 
flux de produits, ou même écrivent et exécutent du code par eux-mêmes. 
Bots Logiciels qui gèrent les tâches répétitives, répondent aux FAQ, explorent le web, 
conservent les produits ou mettent à jour le contenu du catalogue, afin que votre équipe 
puisse se concentrer sur la stratégie créative. Les chatbots sont des outils d'IA 
conversationnels qui interagissent avec les clients, offrant tout, des conseils de style à 
l'assistance après achat, aidant les marques à rester présentes et utiles 24 heures sur 24, 
7 jours sur 7. 
Enrichissement du contenu Ajout d'étiquettes de produits, de recommandations d'IA et 
de métadonnées contextuelles pour que chaque image ou vidéo soit optimisée pour le 
référencement. Définition de l'enrichissement du contenu avec un exemple de contenu 
au sein de la plateforme StoryStream, et les éléments qu'Aura AI peut étiqueter (c'est-à-
dire Veste, Ciel, etc.) 
Deep Learning  Un type d'intelligence artificielle qui apprend aux ordinateurs à 
apprendre à partir de nombreuses données en utilisant des couches d'algorithmes 
appelées réseaux neuronaux. Il permet de faire fonctionner des outils tels que les 
assistants vocaux, la reconnaissance d'images et les recommandations de produits. 
Boucle de découverte Ce défilement addictif mis au point par TikTok et Instagram : 
personnalisé, visuel et sans fin.  
Encodage  Processus de conversion d'informations telles que du texte, des images ou 
des vidéos en formats numériques que l'IA peut comprendre et utiliser. C'est ainsi que l'IA 
donne un sens aux données pour reconnaître des modèles, faire des prédictions et offrir 
des expériences personnalisées. 
Fondement Modèles de base Grands modèles d'IA formés sur de grandes quantités de 
données (comme GPT ou DALL-E). Une fois entraînés, ils peuvent être affinés pour toutes 
sortes de tâches : écriture, traduction, codage, création d'images, voire aide à la 
recherche médicale. 
Gen-AI : IA capable de créer de nouveaux contenus : texte, images, vidéo, musique, 
code. C'est ce qui alimente des outils tels que ChatGPT, Midjourney et Runway. Il s'agit 

d'une évolution considérable : l'IA ne se contente plus de reconnaître des modèles, elle les 
génère réellement. 
Hybride Combinaison d'approches d'IA, par exemple, mélange de logique symbolique et 
d'apprentissage automatique, pour créer des outils capables à la fois d'interpréter 
l'intention de l'utilisateur et de générer du contenu en temps réel. 
Détection de l'intention Comprendre ce que veut vraiment un acheteur. Qu'il cherche 
une « crème hydratante pour tous les jours » ou un « cadeau pour un coureur », l'IA 
permet de faire apparaître les produits les plus pertinents. Elle peut être utilisée dans les 
chatbots, les moteurs de recherche et les assistants vocaux. 
LLM (Large Language Models) : Modèles d'IA formés sur des ensembles massifs de 
données textuelles pour comprendre et générer un langage de type humain (par 
exemple, GPT-4). 
ML (Machine Learning) : Le processus d'alimentation en données d'un modèle d'IA afin 
qu'il puisse apprendre des modèles et faire des prédictions. 
Personnalisation : L'utilisation de l'IA pour adapter le contenu, les produits ou les 
expériences aux utilisateurs individuels en fonction de leur comportement, de leurs 
préférences ou de leurs données. Des carrousels de produits « recommandés pour vous » 
aux e-mails et pages d'accueil personnalisés, c'est ainsi que les marques créent des 
expériences 1:1 à grande échelle. 
Ingénierie de la demande : L'art (et la science) de poser de meilleures questions pour 
obtenir de meilleurs résultats d'IA (une compétence très en vogue actuellement). 
Compréhension des requêtes : Interpréter les recherches des acheteurs en fonction du 
contexte, par exemple savoir que « veste de printemps » en mars signifie mode et non 
jardinage. 
Scraping : Processus automatisé d'extraction de données à partir de sites web ou de 
plateformes, souvent utilisé pour recueillir des données d'entraînement pour les modèles 
d'IA (par exemple, extraire des milliers de descriptions de produits ou d'avis). 
Automatisation des flux de travail : Outils pilotés par l'IA qui éliminent les tâches 
répétitives, des réponses aux courriels à la génération de textes publicitaires. 
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